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Camera Calibration

Ming Jiang

The purpose of camera calibration

Camera calibration is a crucial issue for computer vision where the tasks often involve the computation of accurate quantitative measurements from images. Without camera calibration, there is no way to interpret images in terms of three- dimensional geometrics. Effective camera calibration procedures open up the possibility of using a wide range of existing algorithms for 3-D reconstruction and recognition, all relying on the knowledge of the camera parameters. Calibrating a camera consists in determining the exact transformation that maps 3-D points of a certain scene into their corresponding 2-D projections onto the image plane of the camera. This operation entails the estimation of two sets of parameters: 1) the extrinsic (or external) parameters that define the pose of the camera, i.e., position and orientation in space; and 2) the intrinsic (or internal) parameters that describe the internal geometry of the camera.
The underlying theories of the implemented calibration methods 

In this project three calibration methods are implemented: full projection calibration, weak projection calibration and the linear technique discussed in the class, which simultaneously recovers the lens distortion and other camera parameters. The common idea of the three methods is relate the 3-D points with their 2-D projected image points with projection matrix and solve the projection equations to solve the camera parameters.

Full projection calibration

The relation between the 3-D coordinates (X,Y,Z) of a point and the 2-D coordinates (x, y) of its projection on the image plane can be written by means of a 3x4 projection matrix M according to the equation 
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Given N pairs of 3-D and 2-D coordinates, we have

Am=0

With 
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Since A has rank 11, the vector m can be recovered from SVD related techniques as the column of V corresponding to the zero (in practice the smallest) singular value of A. This algorithm can be illustrated in details in the Matlab code. 

As the multiplication of intrinsic camera matrix and extrinsic camera matrix, after divided by a scale factor 
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 the expression of M can be written as
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Now let 
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Then we have
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The above equations solve all the camera parameters.

Weak projection calibration

The relation between the 3-D coordinate (X,Y,Z) of a point and the 2-D coordinates (x, y) of its projection on the image plane can be written by means of a 2x3 projection matrix M.
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Given N pairs of 3-D and 2-D coordinates, the matrix M can be recovered in least square sense. 

With weak projection, we can get only the following camera parameters
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Linear calibration with lens distortion

According to the division lens distortion model proposed by Fitzgibbon, we have 
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where 
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This is an approximation to the camera true distortion model. Hence,
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From which the following equation can be derived
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The above equation can be transformed into
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With the given camera, we assume the k is positive. Hence K and V can be solved by finding the minimum eigenvalue of 
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and the corresponding eigenvector. By iteratively substitution of the new principal point into the equation and calculation of new k and V, the equation finally converges to a stable solution. All the other camera parameters can be calculated from V and k, just as in conventional camera calibration. 

Experiment has shown that this algorithm is effective, though the situation when k is negative has not been tested yet.

Experimental results

The implemented algorithms have been tested against either synthetic data or measured real data, or both. Synthetic data is produced by choosing appropriate camera parameters to construct projection matrix and map selected 3-D points to 2-D image points. For calibration other than weak projection, these 3-D points are selected in such as way that they are distributed along the surface of ellipsoid. For weak projection calibration, the 3-D points are set to be coplanar. The real data used is obtained by measuring the 3-D coordinates of the points on the calibration frame and the corresponding image points.

Validation is conducted in two ways. The first method is to keep some of the coordinate pairs for validation only. These points are not used in calibration process. After calibration, the 3-D coordinates of these points are mapped into 2-D points using the calculated projection matrix. The difference between the calculated projection and actual projection is then examined to validate the calibration. 

The second method is to use the synthetic data. The camera parameters obtained by calibration are compared the known camera parameters to validate the calibration.

Details of the experiments are listed in the following table. Please check related links for data file and experiment results.

	Calibration Code
	Real Data
	Synthetic Data 

	Full Projection

	Camera 1 Calibration Result
Camera 2 Calibration Result

	Given Camera Parameters 

Calibration Result
3-D Data
2-D Data 

	Weak Projection

	Camera 1 Calibration Result
Camera 2 Calibration Result

	Given Camera Parameters 

Calibration Result
3-D Data
2-D Data

	Calibration with Lens Distortion
	N/A 
	Calibration Result
3-D Data
2-D Data



Note:  To run the matlab code, please rename the 3-D data file to scene.txt and the 2-D data file to img.txt.  These are the real data files: Camera 1 and 2 3-D file, Camera 1 2-D file, Camera 2 2-D file
The full projection calibration with real data produces approximate camera parameters, which is indicated by the error between the calculated images coordinates and the actual image coordinates. This is due to the error introduced when measuring the 3-D coordinates.  The full projection calibration with synthetic data produces very good result, matching the synthetic camera parameters perfectly. This shows that the calibration algorithm is implemented correctly. When tested with the same real data as full projection, the output of weak projection calibration resembles the corresponding parameters produced by full projection calibration. However, the difference between calculated projected image coordinates and the measured image coordinates is larger than that in full projection calibration. This is naturally since there is inherent approximation in weak projection. When tested with synthetic data, the resulted projection matrix can project the 3-D points to 2-D coordinates as given by the synthetic 2-D data. This verifies that the weak projection calibration is correct.  
As for calibration with lens distortion, the principal point and the distortion coefficient converge quickly. The calibration is precise as it can be seen that the difference between the calculated restored image coordinates and the undistorted image coordinates is trivial.

Conclusion and Summary

I have implemented three calibration algorithms, including the algorithm for extra credit. I have learnt the necessary skills to calibrate a camera.  I have also realized that the fundamental equation and the projection matrix are very important in forming the mathematical equations for camera calibration. The difficulty I encountered is the validation the calibration result. If I had created my own synthetic data when I began the project, much time would have been saved. 
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